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1 INTRODUCTION
In this study, we investigate how conversations with speech-based chatbots (voicebots) can be used to gain insights into people’s happiness and well-being, in order to improve them. This study is part of the Behaviour-based Language-Interactive Speaking Systems (BLISS) project [23]. Since sharing thoughts with someone else relieves stress [11], talking about yourself is good for your mental health. However, revealing personal information can make you feel vulnerable, and for that reason an anonymous chat with a voicebot can be easier than a direct conversation with a person [13].

We approach the measurement of happiness from a positive health perspective [9]. This means that we would like to learn about someone’s general well-being, and not about specific happiness moments. Therefore, the voicebot asks questions about the user’s daily activities and social participation. To be able to extract information about happiness and well-being from the users’ answers, it is important that the users give answers in which they reveal personal information. In other words: they need to disclose information about their thoughts and feelings. This is also called self-disclosure. Self-disclosure has been found to positively influence mental and physical health [4, 15] and enhance the positive effect of emotional support on worry reduction [14]. In addition, disclosing to a person or chatbot has comparable psychological impact [7].

Earlier research has shown that self-disclosure of one conversation partner induces self-disclosure of the other, both in human-human [2, 3] and human-machine interactions [12, 16, 17]. This effect is called reciprocity of self-disclosure.

In the current study, we investigate whether the self-disclosure reciprocity effect is present in the type of human-machine interaction where a voicebot asks the user questions about their social participation and daily life to gain insight into their happiness and well-being. We chose speech as the main means of interaction to increase the accessibility for older people, who have difficulty reading or typing [1]. In addition, speech is a faster and more efficient input method than text [19, 20].

We define disclosure by the user as any voluntarily shared statement that is not required to answer the question [16]. Table 2 shows an example. We distinguish between self-disclosure and other-disclosure. Self-disclosure involves disclosure of information about oneself such as thoughts, feelings and opinions, whereas other-disclosure is information about others’ thoughts, feelings and opinions, which is still relevant to a person’s environment. For a voicebot, it may be more fitting to show other-disclosure than
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self-disclosure, because the voicebot does not have thoughts or feelings of its own.

Our research questions are as follows:

**RQ1:** To what extent can a voicebot showing disclosure elicit disclosure by the users?

**RQ2:** Is there a difference in the amount of disclosure elicited by a voicebot showing self-disclosure or other-disclosure?

We hypothesize that the use of other-disclosure while asking the questions will elicit at least the same amount of disclosure by the users as self-disclosure, since other-disclosure gives examples of self-disclosure by others and is assumed to be more believable than self-disclosure by an information gathering conversational agent.

## 2. QUESTION DESIGN

The conversations with the voicebot aim to collect information about the user’s general happiness and well-being. We approach this from a positive health perspective and use a broad happiness model that has six dimensions: quality of life, bodily and mental functions, social participation, spiritual dimension and daily functioning [9]. Our study focuses on collecting information from the users on two of these dimensions: daily functioning and social participation. We chose these dimensions because a future version of the voicebot should be able to suggest new social or daily activities that would fit the interests of the user to increase their social network and healthy behavior. In addition, it is possible to ask very concrete questions about these two dimensions of happiness, which anyone can talk about. This is important, since we learned from earlier prototypes of our voicebot that users found questions about happiness often abstract and therefore difficult to answer.

We used existing questionnaires about daily life activities and social participation [18] to formulate the voicebot’s questions. This resulted in a conversation of five blocks of questions. In each block, all questions are about the same topic. The topics are: family, computer games, solitaire games, board games and pets. The first question of a question block is the disclosure question or control question. In both conditions, the questions are the same. However, in the disclosure condition, the question is introduced with extra information in which the voicebot shows disclosure.

We used two strategies to create the disclosure questions. In the first strategy, the voicebot says something about what it thinks or feels. We refer to this type of disclosure as fictional self-disclosure. This information is always a lie, since the voicebot does not have thoughts or feelings of its own. For example:

“As a computer, I often play games against myself. My great example is my predecessor DeepBlue. You know, the chess program that beats chess grandmaster Kasparov. Do you often play games on your own, like patience, making jigsaw puzzles, or doing crossword puzzles?”

In the second strategy, the voicebot shares information about information elicited in (fictional) previous conversations with others. These questions start for example with “Recently, I spoke to someone who thought ...” or “Others often mention that...”. These statements could in principle be true. However, in this study, they are all scripted. We refer to this type of disclosure as other-disclosure.

After asking the initial question in a topic block, some follow-up questions are asked, based on the answers of the user. These questions do not contain self-disclosure or disclosure of others. For a complete overview of all topics and the corresponding disclosure and control questions, we refer to Table 1.

## 3. METHOD

Below we describe our implementation, participants, the set-up of our study and the evaluation. The voicebot communicates in Dutch and the participants were all fluent Dutch speakers.

### 3.1 Implementation

We modified a web browser-based chatbot from Games for Health for speech-based interaction. We used the KaldiNL speech recognizer [22] on a server for online automatic speech recognition. In addition, we used a male voice from ReadSpeaker for the text-to-speech of the voicebot. Participants could interact with the voicebot on their tablets, phones or computers. When interacting with the voicebot, users had to press a microphone button once to start recording their speech, and again to stop recording.

The study has a between-subject set-up, so we created two different versions of our question-asking voicebot: the disclosure-voicebot and the control-voicebot. The participants were randomly assigned to one of the two conditions. The disclosure-voicebot always disclosed before asking a question and the control-voicebot directly asked the question (see Table 1).

### 3.2 Participants

We used our personal networks and social media for recruitment. In total, we collected 64 conversations in six weeks. However, due to technical problems, we could only use data of 34 conversations in the current study.

### 3.3 Study Setup

Once people clicked on the experiment link, they were first forwarded to a questionnaire, in which they had to give informed consent for participating in the study and provide some personal information like age-range and region of growing up. Next, they were redirected to the experiment. After an audio test to check the microphone and sound, the conversation with the voicebot was started. Each conversation started with a welcome statement, followed by the five question blocks in a random order. The study was ethically approved by the Ethics Assessment Committee Humanities from Radboud University, The Netherlands (case number ETC-GW 2020-9960).

### 3.4 Analysis of the data

#### 3.4.1 Data selection

We only analysed the relevant answers for this research, which are the direct answers to the disclosure questions and the direct

---

1. [https://gamesforhealth/](https://gamesforhealth/)
2. [https://www.readspeaker.com/](https://www.readspeaker.com/)
Table 1: An overview of all disclosure questions and their corresponding control question (translated from Dutch).

<table>
<thead>
<tr>
<th>Topic</th>
<th>Type</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>Family</td>
<td>Disclosure (other)</td>
<td>If you think about your family, who is the first person that pops up in your mind? I would like to know a little more about your relationship. Others often mention that someone is patient, exudes calmness, or is always there for them, but what does that person mean to you?</td>
</tr>
<tr>
<td></td>
<td>Control</td>
<td>If you think about your family, who is the first person that pops up in your mind? What does that person mean to you?</td>
</tr>
<tr>
<td>Computer games</td>
<td>Disclosure (other)</td>
<td>When I talk to someone who’s under thirty, they often answer me that they like to play games on the computer, most of the time with friends. Do you like to do that as well?</td>
</tr>
<tr>
<td></td>
<td>Control</td>
<td>Do you like to play games on the computer?</td>
</tr>
<tr>
<td>Solitaire games</td>
<td>Disclosure (self)</td>
<td>As a computer, I often play games against myself. My great example is my predecessor DeepBlue. You know, the chess program that beat chess grandmaster Kasparov. Do you often play games on your own, like patience, making jigsaw puzzles, or doing crossword puzzles?</td>
</tr>
<tr>
<td></td>
<td>Control</td>
<td>Do you often play games on your own, like patience, making jigsaw puzzles, or doing crossword puzzles?</td>
</tr>
<tr>
<td>Board Games</td>
<td>Disclosure (other)</td>
<td>Recently, I spoke to someone who told me that she loves playing Wordfeud. That’s a kind of digital variant of Scrabble. Do you like playing board games? If yes, which board game do you like to play?</td>
</tr>
<tr>
<td></td>
<td>Control</td>
<td>Do you like playing board games? If yes, which board game do you like to play?</td>
</tr>
<tr>
<td>Pets</td>
<td>Disclosure (self)</td>
<td>As Babbelbot, I don’t just talk to people, but I also read regularly online articles to stay informed. For example, I recently read in an article that thanks to the Coronacrisis chickens became very popular pets! Do you have pets? If yes, which pets?</td>
</tr>
<tr>
<td></td>
<td>Control</td>
<td>Do you have pets? If yes, which pets?</td>
</tr>
</tbody>
</table>

answers to their corresponding control questions. A direct answer is an answer directly following a disclosure question or its corresponding control question, this is the first question in the topic block. This resulted in two groups:

1. direct answers to disclosure questions (dir-disc)
2. direct answers to control questions (dir-cont)

3.4.2 Disclosure annotation. Two authors manually annotated the answers with the number of disclosure statements they contained, following the self-disclosure definition of [16], in which any type of information that is not requested and voluntarily shared is labeled as disclosure. Table 2 shows a fictional example. When a statement was labeled as disclosure, the annotators also specified whether it was self-disclosure or other-disclosure. Self-disclosure involves disclosure of information about oneself, whereas other-disclosure is disclosure of information about others, such as the opinion of someone else. The inter-annotator agreement was substantial ($\kappa_{self-disclosure} = 0.68; \kappa_{other-disclosure} = 0.74$). The annotators discussed their disagreements and came up with one gold-standard.

3.4.3 Reciprocity measures. For each of the direct answers, we then computed four automatic measures which are markers of reciprocity: the answer length in the number of words and in number of topic phrases, the number of singular and plural first-person pronouns (both possessive and personal) and the percentage of word overlap [5, 10, 16]. The number of topic phrases is the total number of verb and noun phrases in an answer. We calculated this using Python’s package spaCy [8] using dependency trees and part-of-speech tagging. Since we are using speech data, which contains stalling words (e.g., “uhm”), we expect that the number of topic phrases might be a more robust measure to compute answer length than number of words. We computed the word overlap as the lemma overlap between the question and the answer. For each answer, we normalized the word overlap score by dividing the number of overlapping words by the total number of words in the question [16]. As long as words had the same lemma, they were counted as word overlap.

Table 2: Two ways of answering the voicebot’s question. The bold parts of the answer are non-required and voluntarily shared information and thus disclosure. The answer of user 1 contains a self-disclosure statement. The answer of user 2 contains an other-disclosure statement.

<table>
<thead>
<tr>
<th>Agent</th>
<th>User 1 (self-disclosure)</th>
<th>User 2 (other-disclosure)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do you often play games on your own, like solitaire or making jigsaw puzzles or crossword puzzles?</td>
<td>That’s something I don’t do often on my own, but playing games with other people is something I do like.</td>
<td>No, but my husband likes making sudoku puzzles in the newspaper.</td>
</tr>
</tbody>
</table>
4 RESULTS
In this section we describe our data set, the analysis of the user answers and post-hoc analyses.

4.1 Description of the data
The analysed data consist of 121 answers to disclosure and control questions in 34 different conversations. Table 3 shows an overview of the number of direct answers to disclosure questions (dir-disc) and direct answers to control questions (dir-cont). The dir-disc group can be split in two subgroups: answers to self-disclosure questions (dir-disc-self) and answers to other-disclosure (dir-disc-other) questions.

<table>
<thead>
<tr>
<th>Group</th>
<th>Subgroup</th>
<th>Nr. of answers</th>
</tr>
</thead>
<tbody>
<tr>
<td>dir-disc</td>
<td></td>
<td>66</td>
</tr>
<tr>
<td></td>
<td>dir-disc-self</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td>dir-disc-other</td>
<td>37</td>
</tr>
<tr>
<td>dir-cont</td>
<td></td>
<td>56</td>
</tr>
<tr>
<td></td>
<td></td>
<td>122</td>
</tr>
</tbody>
</table>

Table 3: The number of answers given to disclosure questions (dir-disc) and control questions (dir-cont)

4.2 Disclosure measures
We calculated the mean and standard deviation of the number of self-disclosure statements and other-disclosure statements in answers to (self/other) disclosure questions and answers to control questions (Table 4). From the aggregated data, we can conclude that the number of other-disclosure statements in the answers is very low. Other-disclosure questions are never answered with an other-disclosure statement, and the mean number of other-disclosure statements in answers to self-disclosure and control questions is respectively 0.03 and 0.04. Inspection of the answers shows that all other-disclosure statements in our data set are statements in which something is told about a pet, for example its name.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Group</th>
<th>Mean</th>
<th>Std</th>
</tr>
</thead>
<tbody>
<tr>
<td># Self-disclosure statements</td>
<td>dir-disc</td>
<td>0.79</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>dir-disc-self</td>
<td>0.83</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>dir-disc-other</td>
<td>0.72</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>dir-cont</td>
<td>0.61</td>
<td>0.86</td>
</tr>
<tr>
<td># Other-disclosure statements</td>
<td>dir-disc</td>
<td>0.02</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>dir-disc-self</td>
<td>0.03</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>dir-disc-other</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>dir-cont</td>
<td>0.04</td>
<td>0.19</td>
</tr>
</tbody>
</table>

Table 4: Aggregated data of the disclosure statements

From Table 4 we can also conclude that the number of self-disclosure statements is higher in answers to disclosure questions (dir-disc, mean = 0.79) than in answer to control questions (dir-cont, mean = 0.61). A Mann-Whitney U-test showed that this difference is not significant ($p > 0.05$). Within the dir-disc group (dir-disc-self vs dir-disc-other), we find that the number of self-disclosure statements is higher in answers to questions in which the bot self-discloses. However, a Mann-Whitney U-test shows that this difference is also not significant ($p > 0.05$).

4.3 Reciprocity measures
For each of the direct answers, the number of words (#words), number of topic phrases (#topics), the number of first-person pronouns (# first-person pronouns) and the word overlap rate (% word overlap) were computed. These are all common markers of reciprocity [5, 10, 16]. The aggregated data of each of these measures for each group are displayed in Table 5. We conducted one-sided Mann-Whitney U-tests to see if there was a statistically significant difference between the scores on these four measures in the disclosure condition and the control condition. We found that the number of words ($p < 0.01$), number of topic phrases ($p < 0.005$), number of first-person pronouns ($p < 0.001$) and word overlap rate ($p < 0.001$) were all four significantly higher in the disclosure condition than in the control condition.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Group</th>
<th>Mean</th>
<th>Std</th>
</tr>
</thead>
<tbody>
<tr>
<td># words</td>
<td>dir-disc</td>
<td>11.17</td>
<td>9.89</td>
</tr>
<tr>
<td></td>
<td>dir-cont</td>
<td>9.05</td>
<td>10.27</td>
</tr>
<tr>
<td># topic phrases</td>
<td>dir-disc</td>
<td>2.71</td>
<td>2.27</td>
</tr>
<tr>
<td></td>
<td>dir-cont</td>
<td>1.80</td>
<td>2.12</td>
</tr>
<tr>
<td># first-person pronouns</td>
<td>dir-disc</td>
<td>1.24</td>
<td>1.05</td>
</tr>
<tr>
<td></td>
<td>dir-cont</td>
<td>0.73</td>
<td>0.97</td>
</tr>
<tr>
<td>% word overlap</td>
<td>dir-disc</td>
<td>23.39</td>
<td>23.89</td>
</tr>
<tr>
<td></td>
<td>dir-cont</td>
<td>7.29</td>
<td>13.23</td>
</tr>
</tbody>
</table>

Table 5: Aggregated data of the reciprocity measures.

5 CONCLUSION AND DISCUSSION
In this study, we developed a Dutch voicebot that uses self-disclosure and other-disclosure to ask questions. We found that our voicebot did not elicit significantly more disclosure by the user when it asked questions using disclosure than when it asked questions without disclosure. The type of disclosure question (self-disclosure or other-disclosure) did not influence the amount of disclosure elicited. The first finding is not in line with our expectations, since earlier studies have shown that self-disclosure by one conversation partner elicits self-disclosure by the other, both in human-human [2, 3] and human-machine interactions [12, 16, 17].

These findings can probably be explained by the fact that they are based on a small number of conversations with the voicebot and by the limited diversity of self-disclosure and other-disclosure questions. Unfortunately, we only had data from 34 participants in our final data set, answering three other-disclosure and two self-disclosure questions. Another possible explanation is the question design. Currently, the voicebot shows both self-disclosure and other-disclosure while asking the questions, while in previous studies [16, 17] only self-disclosure was used. A third explanation could be the interview style of the conversation. In a more social context, like [16, 17], users might be more likely to share information about themselves with a bot.
Secondly, we found that direct answers to disclosure questions contain significantly more words, more topic phrases, more first-person pronouns and more word overlap with the preceding question than direct answers to the corresponding control questions. This finding is in line with our expectations [16]. Since these are all measures of reciprocity [5, 10, 16], we can conclude from these automatic measures that there is more reciprocity in the disclosure condition than in the control condition. In combination with our findings about disclosure, we have to mention that this does not mean that self-disclosure is reciprocated, as potentially the users were only mirroring/reciprocating the response length of the voicebot [6]. However, the fact that users not only talked more but also mentioned themselves more often in response to disclosure by the bot does suggest that with more data, it might be possible to find such an effect.

6 LIMITATIONS AND FUTURE DIRECTIONS

Here we discuss the limitations of this study and suggest solutions to overcome them. We also mention some future research directions.

A limitation is that the control questions are not exactly a subset of the disclosure questions. Although the meaning is the same, this disparity should be avoided in future studies. A challenge is that we made a distinction between self- and other-disclosure, and found much less in the latter category. A future study should investigate if such a distinction is beneficial to understand disclosure better.

We focused solely on disclosure in this study, but the bots’ disclosure questions can also lead to more enjoyable conversations, a factor that was not measured in this experiment. So it would be interesting to add a post-experiment questionnaire asking the participants to what extent they engaged with and trusted the voicebot [21]. Furthermore, asking the users whether they were aware of the fact that everything that the voicebot discloses is fictional could help to formulate better disclosure questions. Additionally, we could ask users to what extent the information they shared with the voicebot was real, and to what extent the answers were made-up. This could reveal insights into how seriously they took the conversation.

Finally, we would like to discuss the measures we used in this study. We annotated disclosure manually in the answers. In a future study, we could see to what extent this could be done automatically, similar to earlier work for the English language [16]. However, this would require a lot more data. In addition, we should take a more refined approach to extracting the topics for measuring reciprocity. For instance, topics that were already mentioned in the question might not be considered as new topics in the answer, because the voicebot primed those topics. A more fair measure of self-disclosure would be to filter these topics and only look at how many new topics are shared without explicitly asking for them.
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