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ABSTRACT
Self-disclosure describes the act of revealing personal information to others; in other words, revealing a part of one’s own identity. Implementing a form of self-disclosure in conversational agents, including social robots, might contribute to the user’s feeling of engagement and stimulate them to reveal more information about themselves. This paper addresses whether self-disclosure in dialogue of conversational agents could benefit interaction with the user and how dialogue scripts should be designed. We also briefly discuss our own use case, an embodied conversational agent able to talk with older adults about their well-being.

CCS CONCEPTS
• Human-centered computing → Interaction design theory, concepts and paradigms; User models; HCI theory, concepts and models; Natural language interfaces.
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Show Me Yours if I Show You Mine: Self-disclosure in Conversational Agents

1 INTRODUCTION
People can learn much about somebody’s identity in casual conversation, often more even than by asking questions directly [9]. Sharing stories and finding commonalities in each other’s identities creates a bond, rapport [6]. In this paper, we focus on self-disclosure as a way of doing this between conversational agents and their human users.

Conversational agents, including social robots, have now reached a point where smooth, natural communication with a person is possible. This is eminently beneficial for older adults, who often lack proficiency in interaction with archetypal computer systems or are unfamiliar with modern technology [7]. This has encouraged researchers to design healthcare applications for older adults with conversational interaction. Spoken dialogue with virtual characters or companion robots can support services that aim to reduce loneliness [1, 5, 6, 17, 24, 25, 31, 33], bring entertainment, track health care needs, or provide assistance in daily life [13, 27–29]. We argue that part of an agent’s identity design should be designing self-disclosure behaviour to build rapport with users.

Conversational agents often have more added value to users if they successfully obtain information about them, mainly through conversation. This information can be used to improve the interaction through personalization, or to gather user data for research. Self-disclosure in agents can be a relevant factor in encouraging users to share information about themselves, by triggering interlocutors’ disclosure reciprocity. In human communication, disclosure reciprocity is an interpersonal effect of self-disclosure: recipients disclose information about themselves in a comparable level of intimacy as the self-disclosure input they receive [21]. Disclosures typically gradually escalate from casual exchanges to increasingly intimate ones over time. The four stages that describe the self-disclosure process are categorized as orientation, exploratory, affect-exchange, and stable-exchange [2]. According to the social penetration theory (see below), disclosure reciprocity can only be expected if the pattern of escalation is not violated.

The principle of disclosure reciprocity, which is valid in human-human communication, may also be found in human-computer interaction. This is based on two communication theories. Firstly, the social exchange theory explains that people attempt to maintain equality in self-disclosure: imbalance makes them uncomfortable. This reinforces a so-called “norm of reciprocity”: reciprocating disclosure is a social norm [8, p. 111]. Secondly, the theory of social response explains that humans generally tend to treat computers as social actors, disregarding the realization that machines do not have emotions, expectations, “selves”, or human intentions [14, 18, 19]. This is often referred to as the CASA (Computers Are Social Actors) paradigm [15, 16, 20].

Not only could self-disclosure by conversational agents elicit disclosure reciprocity in users, it might also boost the users’ engagement. Establishing common ground between human interlocutors is often indispensable for the development of interpersonal relationships that are built on trust and engagement. This could also be true for conversational agents, with a positive effect on the duration or frequency of use of such agents. However, design and implementation of self-disclosure in conversational agents is not self-evident, as conversational practice between humans is a sophisticated, complex process. Machines must learn to conform to socially appropriate
norms of interaction. For instance, gradual escalation of intimacy of self-disclosures by an agent might be easily accidentally violated. Furthermore, statements about human behaviour by an agent may as well be perceived as disingenuous or preposterous, depending on the kind of self-disclosure by the agent.

In this paper we discuss current developments of self-disclosure in conversational agents and dialogue design and briefly discuss our use-case of self-disclosure with older adults.

## 2 Effects of Self-Disclosure

We discuss the related work on self-disclosure in agents with two questions in mind: first, how a self-disclosing agent can influence the user’s behaviour, including communication behaviour such as disclosure reciprocity, and second, what self-disclosure in agents does with the perception of the agent.

### 2.1 Communication Behaviour

Ravichander and Black found that a conversational agent with self-disclosing behaviour correlates with instances of self-disclosure by the user [21]. Kang et al. compared virtual agents that have either human or computer backstories (e.g. “I was born and raised in ...” versus “I was built and designed in ...”). They showed that participants express more non-verbal behaviour related to anxiety in the computer backstory condition [11]. van der Drift et al. studied the use of a self-disclosing robot for motivating diabetic children to keep a diary, and concluded that “The robot’s self-disclosure appeared to be a strong motivator for the child to disclose information in return” [30, p. 468]. Lee et al. studied the effect of self-disclosure in a chatbot over a longer period of time, and concluded that self-disclosure in agent is more beneficial for deeper conversations with sensitive questions than for journaling and small-talk.

### 2.2 Perception

Schulman and Bickmore showed that embodied agents that simulate human conversation through social dialogue are positively perceived and could persuade participants to change their attitudes towards exercise [26]. Moon showed that self-disclosure in text-based human-machine interaction increased trust, closeness and liking [18]. Razavi et al. designed the LISSA dialogue manager for long-term casual conversation with older adults. Compared to an earlier Wizard-of-Oz version, their fully automated LISSA system received higher ratings on criteria such as being encouraging and polite, which the authors suspect was due to its use of backstories and self-disclosure [22]. This is in line with the findings of Bickmore et al. that users rate interactions with agents that have backstories in dialogue as more enjoyable [4].

## 3 Dialogue Design

Agents that aim for casual or long-term conversation with humans depend on the user’s willingness to converse with them. This willingness could be increased by considering the implementation of self-disclosure in dialogue scripts. Self-disclosure can manifest itself in various ways: Altman and Taylor distinguish between personal history, thoughts, opinions, beliefs, feelings, preferences, attitudes, aspirations, likes, dislikes and favourites [2]. Jourard developed the 25-item self-disclosure questionnaire [10], comprising a list of conversational topics rated on their degree of intimacy. Examples of high-intimate topics are love, personal deficiencies, income and the user’s appearance. Low to moderately intimate topics include spare time, music, sports, food and travelling.

### 3.1 Believability

For some types of self-disclosure it is debatable where we should draw the line between believability and deceit. This ethical issue has been raised by Bickmore et al. [4]. Arguably, believability of the agent depends among other things on the intimacy of topics, where higher intimacy topics could be seen as less believable and more “deceitful”. An agent “missing his mother” seems less believable than an agent mentioning nice weather, suggesting that high-intimacy topics are less suitable for self-disclosure in agents than low-intimacy topics. However, discussing “safe” low-intimacy topics does not guarantee believability of agents’ self-disclosure. Agents conversing about doing human activities seem less believable than having an opinion on that activity. For example, on the topic of food an agent could say: “Yesterday I had spaghetti, I used a recipe from a cookbook I own”, or “I really like Italian cuisine, lately I saw a nice recipe.” It seems harder to believe an agent could experience the human activity of eating than that an agent could give an opinion on this activity.

Paradoxically, self-disclosure by agents on high-intimacy topics may be less believable, but it may also be more important. High-intimacy topics are generally considered high-revealing, and revealing information from users could be the objective of a conversational agent. Pickard et al. [20] discussed several reasons why users would prefer an embodied conversational agent (ECA) or a human interviewing them on more or less sensitive topics, and found that an ECA interviewer was preferred for more sensitive topics, while a human interviewer was preferred for less sensitive topics. Possible reasons for this include the agent’s lack of judgement and more personal comfort when conversing with an ECA due to reduced negative feelings, such as anxiety, embarrassment, or guilt.

The deceit versus engagement issue is hard to overcome. The deceit that might result from implementing self-disclosure in agents could create misleading expectations about the system’s capabilities. To avoid this, dialogue could be scripted that suggests the agent...
recognizes his own environment and refers to itself as a virtual character rather than human [4, 18]. Examples of casual dialogue for agents that recognize their environment could be: “Do you have plans for the holidays? [...] I will only have a vacation if you unplug this computer from the power!”

3.2 Emotion
Displays of emotion (feelings) are also a form of self-disclosure. As demonstrated in a study about a self-compassionate chatbot, participants can feel conflicted by a chatbot’s display of emotion [14, p. 9]. There are differences between people in how they experience this: the study showed that some appreciated the display of emotions by the chatbot, while others felt discomfort. Accordingly, any emotional display by an agent must be adjusted to the target group and the user must have a sense of control of how an agent “feels” towards the user. However, for agents that are not necessarily involved in establishing a close relationship with the user, it would be prudent to minimize emotional displays explicitly directed towards the user such as “I miss you” or “I really love talking to you”.

4 USE CASE: OLDER ADULTS
In our research project BLISS we focus on the design of conversational agents that are capable of having casual conversations with older adults. The agent’s purpose is to gather information on the factors influencing users’ personal well-being [32], as a step towards improving healthcare. In the context of this research project, we designed an experiment with two versions of an embodied conversational agent (ECA), to investigate whether self-disclosure by an ECA would increase positive attitude towards the ECA and disclosure reciprocity of older adults.

4.1 Dialogue design: Self-disclosure
Taking into account the considerations discussed in Section 3, we designed the dialogues with the ECA as follows. We built in a gradual escalation of self-disclosure by the agent, but not moving beyond the minimum level of intimacy required to meet the agent’s goal (the topics loneliness and family representing the highest level of intimacy). We avoided emotional statements from the agent, as well as statements that could potentially mislead the user about the agent’s capabilities.

4.2 Technical setup
We conducted a Wizard-of-Oz pilot study with a virtual avatar. This was done fully online due to COVID-19 restrictions. The setup consisted of three computing devices: one computer running the software of the avatar, another running a wizard interface and a tablet, phone or laptop for the participant. We created a male avatar in Unity, with the UMA package 1 (see Figure 1). ASAPRealizer and the UnityBridge served as behaviour realizers for the avatar [12, 23]. This software was run on one computer. The wizard interface on the other computer was used to send behaviours to the ECA. These consisted of self-disclosure questions and statements, communicative intents such as affirmation and deny, or custom messages typed by the wizard (the experimenter). The only non-verbal behaviours implemented were idle breathing and blinking. Finally, participants used their own tablet or computer to connect to a video call in which both the ECA and experimenter were present.

4.3 Procedure
Prior to the experiments, participants received an information brochure and gave informed consent. Participants were videocalled via their computer or tablet and instructed to converse with the conversational agent. Each participant had two conversations, one with and one without self-disclosure by the ECA, and with a different list of topics for each conversation. Both the topic list and with/without self-disclosure variables were counterbalanced to circumvent any habituation effects.

After the participants finished the two conversations with the agent, the experimenter conducted a semi-structured interview with them, asking them about their attitude towards the two versions of the ECA. Interview questions were based on descriptors of the Godspeed scale [3].

4.4 Analysis Method
To answer our research question, besides analysing the outcomes of the interviews, we also manually annotate transcriptions of the audio recordings using a coding scheme for self-disclosure reciprocity inspired by [2]. Self-disclosure is measured by counting snippets of personal information. Additionally, we analyze the word count and duration of each conversation. We expect that number of snippets, word count and duration will be higher in the self-disclosure conversations.

4.5 Status
We recently carried out the pilot with eight participants, recruited through the BLISS project. All participants were Dutch citizens aged 65 or above and had some experience with video calls, but none with virtual agents. The results are currently being analysed. The results will be reported elsewhere.

5 CONCLUSION
We believe that designing self-disclosure behaviour of an agent (either a robot or a virtual character) is a vital part of their identity. It can lead to increased engagement and stimulate disclosure reciprocity by users. However, designing spoken dialogues for interaction with specifically older adults requires a careful deliberation of how to incorporate a self-disclosure strategy in the agent. Disclosure that is perceived as deceitful is rather hard to overcome for user acceptance. Additionally, self-disclosing too much or too little might have detrimental effects on reciprocal disclosure. Finally, disclosure by conversational agents might be easier for low-intimate topics, though high-intimate topics might encourage the user to reveal more valuable information. Our future work is finalizing the pilot study analysis and developing an autonomous ECA with self-disclosure that we can evaluate on a larger scale.
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